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and intuitive plausibility are lacking, trust in the communicator plays a major 
role. 

Second, an effective risk communication program must contain a sufficient 
amount of peripheral cues to initiate interest in the message, but also enough 
"rational" argumentation to satisfy the audience with central interest in the 
subject. The problem is how to avoid anger and rejection by centrally in. 
terested persons if they are confronted with "superficial" cues, such as ad­
vertising gimmicks, and how to sustain the interest of the peripherally in­
terested persons if they are confronted with lengthy argumentation. The 
problem can be resolved if the message avoids to include "obvious" cues, but 
relies on cues that are acceptable for both audiences, the centrally and the 
peripherally interested persons. 

Third, the complexity and multitude of influential factors that govern atti­
tude formation make it impossible to design fool-proof recipes for influencing 
(or even worse: manipulating) people. Internal values, the perception of own 
interests, external pressures, and role-models, as well as personal experience, 
are the most powerful agents in attitude formation . The design and packaging 
oflhe message may help to make people aware or the message and to appear at 
least more credible. But the desired effect of changing people's aWtudes or 
opinions will occur only if the powerful evaluation agents on which the 
communicator has hardly any influence are already directed in favor of the 
message. 

Sociological factors of trust and credibility 

Trust in sociological perspective. For this discussion, we adopt a broader 
perspective and analyze the role that credibility and trust play in the context of 
social structures and processes. Beyond the individual judgment of assigning 
trustworthiness to a source of information, confidence in the institutional 
management of social tasks and trust in the communication between subsys­
tems of society constitute aggregate conditions that determine the overall 
climate of trust in a society. They are related to the perceived performance of 
institutions and their flexibility to cope with new demands. 

Trust on a personal level is a subjective expection that a person will refrain 
from behavioral options that may harm the trusting person. Above we trans­
late this general concept of trust into the communication context. Trust 
necessarily entails risk-taking, but, in contrast to the scientific endeavor of 
predicting the probability of potential outcomes, trust implies that the selec­
tion of options is left to the entrusted person or institution. Due to the 
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perceived competence and honesty of the entrusted entity, one does not need 
to bother with assessing the outcomes of actions and with controlling the 
decision making process of that entity (Luhmann 1980, 1973). This saves time 
and effort. 

On a more aggregate level. trust denotes a generalized medium of social 
differentiation and division of labor (Parwns 1960). The performance of 
specialized institutions in economy and government relies on a prior in· 
vestment of trust by those who are served by this institution or finance its 
functioning. Total control would imply that the control agencies would need 
the same expertise and the same time allocation as the perfonning institution. 
Such an arrangement would neutralize the desired effect of social differ­
entiation and ultimately lead to a society of intimate clans perfonning all 
necessary social, economic, and political functions simultaneously. Such an 
intimate framework based on familiarity with each individual in the clan may 
be able to operate within a closed egalitarian community (d. the group-grid 
distinction in anthropology; d. Thompson 1983), but a modem, functionally~ 
divided society could not function without trust as a general medium of social 
communication. 

By shortcutting normal control mechanisms, trust, and later on confidence 
(based on positive experience with granting trust to a specific social actor), can 
be a powerful agent for efficient and economical performance of social tasks. 
Durkheim's analysis of organic solidarity as a major structural variable of 
modem societies focused on trust as one of the predominant media that helped 
to shape the division of labor and to differentiate societal functions (Durkheim 
1933; Luhmann 1973). 

Trust as a generalized medium is characterized by a diffuse and unspecified 
relationship between the involved actors (Parsons \960; Parsons and Shils 
1951). Similar to another generalized medium, such as money or prestige, its 
existence and functioning is independent of individual consent. But it can 
inflate or deflate as a result of the commonly expressed "trust in trust" 
(Luhmann 1973). The relative value of trust varies over time, as empirical 
surveys clearly indicate (Lipset and Schneider 1983). In some periods, people 
tend to invest a large amount of trust in institutions and it takes many dis· 
appointments before they withdraw this investment. In other periods, people 
tend to be extremely cautious with the investment of trust. placing more 
emphasis on functional equivalents. such as more organized control or in· 
crease of participation. Trust can partially be substituted by other generalized 
media, but not totally replaced. 

As we focus on trust in communication, we are interested only in the wa~ 
that the general climate of trust and the structural perfonnance of institution! 
set the stage for confidence in communication sources and their credibility. 
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The assignment of credibility is obviously related to the perception of the past 
performance of the communicator. This record does not include only the 
experiences of the audience with earlier communication efforts, but also their 
evaluation of the institutional task perfonnance. If an institution does not 
meet the demands of the public, they are likely to face a credibility crisis even if 
they are absolutely honest about their failures. Specifically, risk communi­
cation is regarded as trustworthy only if the communicator is able to convey the 
message that slhe has met the public expectations in managing risks. Risk 
management and risk communication are closely linked, and a bad manage­
ment record cannot be compensated by an excellent communication effort. 
Communication may help to change public expectations or to correct mis­
perceptions of the actual record, but it will not cover the gaps between 
expectations and perceived performance. 

In the discussion to follow, we investigate first the effect of institutional 
perfonnance and institutional structure on perceived credibility and then 
introduce a model for structuring risk debates based on the sociological 
concept of knowledge. Our goal is to identify the elements and processes that 
are likely to increase or decrease trust in communicators. 

Trust and institutional performance. In analogy to the description of research 
results in psychological experiments, we tum to some of the interesting find­
ings of sociological and organizational research with respect to trust and 
credibility of institutions. In contrast to the laboratory experiments in psychol­
ogy, these findings are derived from surveys and other statistical data. On one 
hand, they are more applicable to "real" world situations; on the other hand, 
they involve verbal reflections of respondents in surveys and may be influen· 
ted by other facto", than the proposed verbal stimulus. In addition. survey 
results leave more room for subjective interpretation of data than laboratory 
results. Caution is also advised in translating these results from the arena in 
which they were observed to the arena of risk management. 

Again we will focus on the results of various studies and omit the description 
of the methodology and their specific design. For a more detailed review, the 
reader should consult the respective literature (e.g. , Lipset and Schneider 
1983; Rourke et al. 1976; Katz et aI. 1975): 

a) Researchers found a low correlation between the perception 0/ institutional 
competence and the desirability of the tasks and goals that the institutions 
were performing. The institutions people like most received low ratings on 
competence and vice versa. Although sympathy helps to attain credibility, 
perceived competence alone may be sufficient for gaining trust. But the 
lack of sympathy makes people more critical towards the actual perfonn· 
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ance of the institution. Mistakes are more likely to be forgiven if the 
communicator can count on a sympathetic audience (Lipset and Schneider 
1983). 

b) Perceived competence of institutions was most likely associated with the 
perception of a successful task performance and the perceived cost·benefit 
ratio in meeting these tasks. In addition, the public image and the social 
prestige assigned to an institution serve as preliminary heuristic strategies 
to assign credibility (Matejko 1988). 

c) Perceived fairness and openness, the second prerequisite for institutional 
credibility, is closely linked to the transparency of the decision making 
process, the opportunities for public scrutiny and institutional control (check 
and balances), and the degree of personal satisfaction with the rationale and 
procedures for decision making in the respective institution. Surprisingly, 
the amount of actual opportunities for public involvement and participation 
was hardly correlated to perceived openness (Lipset and Schneider 1983; cf. 
theoretical concept Luhmann 1980). 

d) Institutional case studies demonstrated that the erosion of credibility was 
often linked to: incompetence, poor performance, incomplete or dishonest 
information, withholding of information, obscure and hidden decision mak· 
ing processes, denial of obvious problems, and denial of vested interests 
(Midden 1988; Matejko 1988; Lipset and Schneider 1983; Bergesen and 
Warr 1979). 

e) Credibility can be enforced by: good performance, fast responses to public 
requests, consonance with highly esteemed social values, availability for 
communication with outsiders, unequivocal and highly focused information 
transfer, flexibility to respond to crisis situations or new public demands, and 
demonstration of public conlrol over performance and money allocation 
(Lipset and Schneider 1983; Rourke et al. 1976; Pinsdort 1987). 

Success stories of communication efforts in the pharmaceutical and chemical 
industry demonstrate clearly that overreacting to public requests never hurts 
(Pinsdort 1987). Taking a product off the market even if only a tiny fraction of 
the product is contaminated or poisoned has helped companies in the past to 
manage a credibility crisis and to regain public confidence. Private institutions 
were more often able to show such flexibility and immediacy in their response 
compared to governmental institutions. But the involvement of tax money in 
public institutions adds a potential risk factor in the trust building effort. If too 
much money is spent for communication, the intended effect may be counter­
acted by the outrage over the spending of public money. 

A model of issue organization in risk debates. The results of organizational 
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studies on credibility emphasize the close relationship between perceived 
performance and credibility. Many risk management institutions face the 
problem, however, that their specific task is not well understood and that 
public expectations do not match the mandate or the scope of management 
options of the institution. This is certainly not unique for risk management 
agencies: Lipset and Schneider (1983) found out that elites in America com­
plain regularly about the ignorance and misperceptions of the public with 
respect to their mandate and performance. Regardless of whether this claim is 
true, there is a clear gap between the self-perception of most institutions and 
the public perception of these institutions. This is specifically prevalent in the 
risk arena because the issue at stake, health and environment, tops the 
concerns of the American public and because the stochastic nature of risk 
impedes an unambiguous evaluation of management success or failure . 

Risk communication in this situation has to address public expectations and 
public knowledge about the risk management rationale first before it can deal 
with actual management results and before it can ask for trust in the manage­
ment effort. Such an educating approach is acceptable to most people only if 
the education process is mutual and if the essence of public concerns is 
adequately addressed. The first criterion-that risk managers have to learn 
from the public as much as the public can learn from them-has become almost 
a truism in communication theory. But it is still missing in communication 
praxis (Covello et al. 1986; Zimmermann 1987; Renn 1988). Two-waycommu­
nication is clearly a prerequisite of successful information campaigns, but it is 
often hard to implement and requires flexibility and the willingness to adapt to 
public concerns on the side of the communicating institution. 

The second criterion - matching communication with public concerns - is 
more complex and requires additional theoretical elaboration. Although two­
way communication helps to identify these concerns, it is helpful to know what 
kind of concerns are usually expressed in the risk arena and in which way these 
different classes of concerns can be addressed. To classify these different 
classes of concerns, S. Rayner and R. Cantor have proposed a division into 
three levels of risk debates based on previous work of Functowitz and Ravetz 
on different knowledge classes (Rayner and Cantor 1987). The risk debate 
involves a fac/uQlleve! about probabilities and extent of potential damage, a 
clinical mode about institutional arrangements and experience to deal with these 
risks, and a word view perspective that is focused on values and lifestyles in 
dealing with risks in general. The system uncertainty and the decision stakes 
increase with the order of the three levels. Kasperson in 1988 proposed the 
possible inversion of the diagram as used by Ravetz and Rayner; this proposal 
is followed in Fig. 9.6 above. 

We have modified this model slightly and substituted decision stakes with 
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"intensity of conflict" and system uncertainty with "degree of complexity." We 
felt that even on the lowest level of factual evidence the decision stakes might 
be considerable, but the conflict level is lower due to the consensus on 
methodological rules of scientific inquiry. System uncertainty is also related to 
all three levels: depending on the society, world views may encompass hardly 
any uncertainty whereas probabilistic reasoning in science explicitly addresses 
the uncertainties involved. Again we felt that degree of complexity was a more 
adequate term. Even simple world views are more complex than personal or 
institutional judgments or factual evidence. However, we could envision a 
higher degree of complexity in scientific evidence compared to jUdgmental 
processes. These two levels may, therefore, overlap on the category of com­
plexity. 

Figure 9.6 is a graphical representation of tbis model. On the lowest level, 
risk debates may focus on factual evidence and scientific findings. This re­
quires a specific style and composition of the communication program. The 
second level represents the realm of professional judgment and experience. 
Past record of reasonable decision making, personal experience, and social 
recognition of performance are major elements for discussion here. The third 
level involves the personal identification with a set of values and lifestyles. 
Communication on this level relies on finding and establishing a shared mean­
ing of the risk management efforts and a discussion on the role of risk 
management in society. 

If the risk debate mainly focuses on technical issues,trust can be obtained by 
referring to data and scientific findings . Communication in this debate serves 
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the purpose of convincing the audience that the factual knowledge compiled 
by independent scientists supports the case of the communicator. Although 
scientists and many risk management agencies are most comfortable with 
technical debates, they are rare in real conflicts. More probable is that the 
focus ofthe debate is on vested interests, distribution of risks and benefits, and 
the adequacy of the proposed solution in tenns of economic and social compat­
ibility. 

This type of debate does not rely on technical expertise, but on personal and 
institutional judgments and experience (second level). A debate on this level 
requires input from stakeholder groups and affected populations. The issue of 
conllict is not so much the magnitude of the risk, but the distribution of risk 
and the tolerability of such a risk vis-a-vis the potential benefits that the risk 
source is able to provide. Trust in this situation cannot be accumulated by 
demonstrating technical skills and expertise, but by compiling evidence that 
the communicator has been cost-effective in the allocation of resources and 
has been open to public demands and requests. Competent management and 
openness towards social demands are the two major factors in providing 
credibility to an institution in the context of a risk debate on the second level. 

If the participants in a risk debate focus on values and future directions of 
societal development (third level), neither technical expertise nor institutional 
competence and openness are sufficient conditions for conveying trust. Trust 
in this situation can only be a result of a more fundamental consensus on the 
issues that underlie the risk debate. The referendum on nuclear energy in 
Sweden can be used as an example to illustrate that point. The nuclear debate 
was as heated in Sweden as it was anywhere else in Europe. But through the 
referendum a consensus was accomplished. This consensus specified the limits 
for the growth of nuclear power, but also defined the legitimate range of 
nuclear power utilization in Sweden. This prior agreement helped to move the 
issue from the third to the second level where technical and organizational 
solutions could be discussed without expanding the debate into a fundamental 
conflict over lifestyles and basic values. 

Most research on the effectiveness of building trust and confidence on the 
institutional level pertains to the second and first level of the risk debate (von 
Winterfeldt and Edwards 1984). The third level involves a macro-sociological 
framework that is hard to test empirically and that exhibits a degree of 
uniqueness of each single debate that it is difficult to draw generalizable 
conclusions. One of the common lessons learned from the study of the differ­
ent risk debates is that technical and organizational solutions to a risk conflict 
can be implemented only if the debate never reached the third level or could 
successfully be removed from the third to the second level, at least for the 
majority of the interested audience. As long as value issues remain unresolv-
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ed, even the best expertise and the most profound competence cannot over­
come the distrust that people will have in the task performance of the acting 
institution. 

The influence of the institutional and social context. The social context in which 
risk communication takes place is an important factor for gaining credibility. 
Although the primary variables are related to the performance of the in· 
stitution and its perception in the public, the overall climate towards in­
stitutions in general has a definite impact on the trust that people have in 
specific institutions. Research in the last two decades has produced someofthe 
factors that influence the social climate of trust: 

a) Confidence in business and economic organizations depends on the per· 
ceived quality a/their services, but also on the employment situation, the 
perception of power monopolies in business, the observation of allegedly 
unethical behavior~ and the confidence in other institutions, such as govern· 
ment or press (inverse relationship; cf. Lipset and Schneider 1983). 

b) Confidence in political institutions depends on their perfonnance record and 
openness, but in addition on the perception of a political crisis, the belief that 
government is treating everyone fair and equally, the beliefin the functioning 
of checks and balances, the perception of hidden agendas, and the confidence 
in other institutions , such as business or press (inverse relationship; cf 
Rourke et al. 1976). 

c) The more educated people are, they more they express confidence in the 
system, but the more they are also disappointed about the perfonnance of the 
people representing the system. Less educated people express more confi­
dence in leadership, but show less trust with respect to the system or 
institutions in general (Lipset and Schneider 1983). 

d) Political conservatism correlates positively with confidence in business and 
private enterprise, and negatively with confidence in government and public 
service (this may be US·specific). Liberal positions are correlated with lack 
of confidence in both, business and government (Lipset and Schneider 
1983). 

In summary, social climate pre-structures the conditions under which an 
institution has to operate for gaining or sustaining trust. In a positive social 
climate, people tend to invest more trust in institutions from the beginning and 
may be more forgiving if part of this trust is abused. In a negative social climate 
people tend to be very cautious in investing trust in any institution and request 
to have more control over the performance of the affected institution. If trust is 
misused, it takes much time and effort to encourage people to start investing in 
the trustworthiness of the institution. 
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irutilUtionai credibility. The influence of macro-sociological and economic 
factors on the societal level of trust, confidence, and credibility can be iUustrat­
ed by survey results in the United States. In general, public confidence in aU 
major institutions, including business, government, and labor, has declined in 
recent years (Lipset and Schneider 1983). The basic institutional structures of 
society are still supported, but may be threatened if trust continues to decline 
(Betz and O'ConneI11983). These trends seem to be universal for the western 
world, including Japan. 

Figure 9.7 lists the results of a survey about the confidence of the U.S. 
population in selected societal institutions. The figure shows two interesting 
results: first, the decline in trust is universal for aU selected institutions, and, 
second, common interest institutions, such as churches, medical institutions, 
and colleges, top the list of trustworthy institutions while large political in­
stitutions and big business are at the end of the scale (Lipset and Schneider 
1983). Similar results were found in a survey by Reno (1984) for a West 
German sample about credibility of sources in the nuclear debate. Scientific 
and other competent institutions received high ratings compared to more 
general political iostitutions and private business. The special distinction 
between small business (being more trustworthy) versus big business (being 
less trustworthy) in the U.S. survey seems to be typical for the United States, 
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since international surveys could not reveal similar attitudes of "smaller is 
more trustworthy" in the United Kingdom, West Germany, Australia, and 
Japan (Louis Harris 1981 in Lipset and Schneider 1983). 

Survey results over longer time periods demonstrate significant variations in 
the average assignment of confidence in institutions. In the 1930s, surveys 
revealed a low confidence in institutions. After the war institutional confi· 
dence improved steadily to reach a peak in the mid-1960s. During the next two 
decades, the confidence level dropped dramatically, but oscillated around 
significant events (Lipset and Schneider 1983). Figure 9.8 illustrates this trend 
and shows the events that apparently influenced the confidence level. The 
Vietnam war, the awareness of the ecological crisis, and the tremendous 
political turmoil in the late 1960s probably caused the significant drop in public 
confidence in the early 1970s. The Watergate scandal obviously improved the 
level of publicconfidencc in institutions because the political institutions in the 
United States were able to handle and to overcome a serious political crisis 
(very positive results for tbe Congress and the media at that time). The 
following economic recession, however, started a new malaise that was shortly 
interrupted by a more optimistic attitude at the beginning of the Carter 
administration. But this administration apparently failed to meet public expec­
tations, and so the public confidence index dropped again. Although the 
beginning of tbe Reagan era revitalized economic prosperity and optimism, 
the confidence in institutions bardly cbanged as more recent survey data 
suggest (Univenlity of Maryland 1985). 
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Most sociologists believe that the decline of confidence in public institutions 
is panially a function of better education and the increase of public aspirations 
with respect to their share of public resources and welfare (Lipset and Schneid­
er 1983; Katz et al. 1975). In addition, the complexity of social issues and the 
pluralization of values and lifestyles may have contributed to a growing dissat­
isfaction with the actual performance of institutions (Renn 1986). But at the 
same time, people are confident in the governmental and economic system and 
do not suppon fundamental changes in the organizational structure of society. 
Therefore, the confidence crisis is less a system than a performance or compe­
tence crisis. 

The losses of confidence in public institutions show some peculiar patterns. 
The less people have confidence in one class of institutions, the more they are 
inclined to assign more trust to those institutions that are either functional 
equivalents or control institutions for this specific institution (Lipset and 
Schneider 1983). The more people distrust the government, the more they 
trust private business and vice versa. People apparently feel more comfonable 
in investing a fixed minimal amount of overall trust to different institutions and 
distribute this amount according to their preferences. Figure 9.9 illustrates this 
relationship of mutual compensation forthe executive branch and the press. In 
time periods where confidence in the executive branch is low, people are 
inclined to express confidence in the press and the other way around. This 
mutual compensation scheme can also serve as evidence for the strong com­
mitment of the American public to the idea of check and balances. 

Public confidence in institutions was more negative if the institutions were 
listed in general terms. The general label "public utilities" triggered more 
negative responses than more concrete options, such as "Your local public 
utility company," or any utility company's name (Lipset and Schneider 1983). 
This result may be an artifact since many respondents might have no recol­
lection of negative events with respect to their local company, but plenty of 
memories on public utilities in general (availability effect). But this result 
could also be an indication that most people are actually satisfied with the 
personal service they receive from these organizations, but that they get a 
picture of the outside world through the media and personal networks that 
suggests more negative experiences and abuses of trust for people outside of 
the community. If this interpretation is valid, the affected institutions may all 
perform perfectly, but still face a credibility crisis due to the perception that 
the more abstract notion of an institutional type or class to which the specific 
institutions belong is associated with a negative image. The change of such an 
image may require a time-consuming effon to demonstrate positive perform­
ance and to link the specific accomplishments of one organization to the pool 
of organizations with which it is associated. 
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Credibility in science and technology. Risk management can be associated with 
economic or political institutions and is therefore subject to the same social 
forces of growing distrust that other institutions face in the contemporary U.S. 
society. Since distrust is not directed towards the structure or the system of the 
institutions, but rather to their performance and leadership, some authors 
have proposed that the crisis is caused by a deep distrust of the American 
public toward professionals and cultural elites (Betz and O'Connell 1983). 
Again this scepticism towards elites is not a novel feature in U.S. history and 
can be traced back to the birth of the nation. But the increased functional 
dependency of a modem economy and a modem political system on profes­
sional elites may have revitalized and aggravated public dissatisfaction (Lipset 
and Schneider 1983). The election of Jimmy Carter as a representative of the 
anti-establishment and the popularity of Ronald Reagan as a symbol that 
common sense and a "simple" set of values are sufficient to run a country like 
the United States can be interpreted as reflections of tbis general resentment 
against professionalism. 

Risk communication may face tbis resentment in particular because risk 
analysis and risk management rely on highly professionalized rules and often 
run counter to common sense. Peripherally interested persons are probably 
more susceptible to such a resentment because it offers a readily available cue 
to dismiss the information offered by risk management institutions. But even 
an elaborate processing of each argument presented may activate an unfavor­
able response if the language and the reasoning appear too technical and 
remote from everyday-life experiences. 

But in spite of this opposition to professionalism, people's trust in science 
and technology is higher than in most other professional institutions. While 
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opinion polls show a decline of confidence in Congress from 42 to 13 percent; 
in colleges, from 61 to 36 percent; and in medicine from 72 to 43 percent, 
science suffered only a loss of nine percent (from 46 to 37) during the decade 
from 1966 to 1976 (Betz and O'Connell 1983). Table 9.2 lists the percentages of 
respondents that indicate a great deal of confidence in the people running 
selected professional institutions. (One should notice that the data of this table 
do not match the percentages depicted in Fig. 9.7. A slight difference in 
wording and scaling has caused these differences. Although the numbers do 
not match, the underlying trends are still identical). Table 9.2 shows that 
professional institutions in general lost credibility over the last decade, but that 
the scientific community remained almost stable in spite of some dramatic 
fluctuations from one year to the next. 

But this overall impression of a favorable and rather stable credibility of 
scientific institutions has to be further qualified. The attitudes of the general 
public toward science and technology may still be overwhelmingly favorable, 
but there is increasing evidence that the minority voicing negative opinions of 
science and technology, though still small, does seem to have grown during the 
last 20 years and that persons of the typically supportive middle class also are 

Table 9.2. Public indicating "a great deal of confidence" in the people running selected in· 
stitutions: 1973-86. 

Inslilution 1973 1974 1975 1976 tm 1978 1980 1982 1983 1984 1986 

Percent 
Medicine 54 60 50 54 51 46 52 46 51 50 46 
Scientific community 37 45 38 43 41 36 41 38 41 44 39 
Education 37 49 31 37 41 28 30 33 29 28 28 
Organized religion 35 44 24 30 40 31 35 32 28 31 25 
Military 32 40 35 39 36 29 28 31 29 36 31 
Major companies 29 31 19 22 27 22 27 23 24 30 24 
Press 23 26 24 28 25 20 22 18 13 17 18 
TV 19 23 18 19 17 14 16 14 12 14 15 
Organized labor 15 18 10 12 15 11 15 12 8 8 8 
Executive branch of the 29 14 13 \3 28 12 12 19 \3 18 21 
federal government 
Congress 23 17 13 14 19 \3 9 13 \0 12 16 
U.S. Supreme Court 31 33 31 35 35 28 25 30 28 33 30 
Banks and NA NA 32 39 42 33 32 25 24 31 21 
financial institutions 

N ~ 1,501 1,484 1,490 1,499 1,530 1,532 1,468 1,506 t,599 989 1,470 

Sourus: James A. Davis . Tom W. Smith, General Social Surveys Cumulative Codebook 1972-
1985. Roper Center. pp. 166-169; unpublished 1986 data provided by Tom W. Smith. 
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disproportionately mOre aware and concerned about such technological h~­
ards as pollution and nuclear arms (Pion and Lipsey 1981:313). 

The reasons for a more sceptical or at least ambiguous perception of science 
and technology are routed in at least three different developments (Reon 
1984): First, after two decades of astonishing successes in scientilic accom­
plishments, aspirations in the future applications of science exploded and led 
to expectations that problems such as cancer or world hunger could be resolv­
ed by science within a short time period. As these expectations remained 
unfulfilled, people became more sceptical and disenchanted. Second, the rise 
of the environmental movement and the awareness of the environmental erisis 
acted as reinforcers to the disappointment over the slow scientific progress and 
revealed the ambiguity oftechnical development. Third, the shift from quanti­
tative to qualitative goals, a typical development in most western nations, 
induced a fuzzier perccption of the merits and objectives of scientific and 
technological activities. The definition of what constitutes a good quality of life 
entailed a variety of often conflicting interests and goals that were often in 
opposition to the implicit values and interests of the scientific and technologi­
cal community. 

In addition to these more fundamental factors, other influences and devel­
opments have been suggested as causes for the increased scepticism toward 
science: the alignment of science to big business and government, anxiety 
about the ethical implications of further technological advances in some areas 
of medicine and the biological sciences, and the growing awareness that much 
scientific research lacks social relevance (La Porte and Mellay 1975). Lack of 
confidence in science is mOre pronounced among those who are young and 
who identify themselves as "liberal" and "conservationist" (Lipset and 
Schneider 1983; La Porte and Metlay 1975). 

The decline of confidence in science and technology has major impacts on 
risk communication. Even within technical debates that require expertise as a 
means to provide trust, people have no means to study or review the evidence 
presented. They do not possess a lab and cannot afford to employ a scientist to 
investigate the various claims. Even scientific reputation or evidence of peer 
review may not be sufficient to convince the audience that an information is 
technically correct, let alone that it is relevant for the issue in question. One of 
the solutions in this dilemma is either to lift the debate to the second or third 
level, where common sense and prior experience provide enough knowledge 
to take part in the debate, or to initiate a sophisticated institutional framework 
of check and balances that assures scientific scrutiny and control. 

In spite ofthis difficulty, risk communication should emphasize the scientific 
roots of risk analysis and risk management and refer to scientific conventions 
as a means to reconcile conflicts about facts. Among the professional stan-
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dards that guide risk management efforts. scientific standards are more likely 
to be accepted by a lay audience than. for example. institutional rules. If these 
standards can be expressed in common sense concepts and applied to every­
day-experience (not just a translation into everyday-language). the probability 
of trust in the message will further increase. 

Risk management institutions have to live with the overall climate of distrust 
in contemporary society and the deep scepticism toward professionalism. 
Although it makes risk communication definitely more difficult. one should 
not forget that this public scrutiny has served the political culture of the United 
States and prevented radical changes towards a more totalitarian government 
and abuses of economic or political power. The political arena conditions of 
the risk debate should be regarded as a chaUenge for communication rather 
than a target for change. 

Specific aspects oC trust In risk communlcadon 

In the introduction to this chapter. we discussed some specific contingencies of 
the risk arena and its implications for risk communication. Many people have 
difficulties in understanding the meaning of probabilities (see also Chapter 5). 
Linked with the concept of probability is the problem that the success of risk 
management is difficult to measure. Reducing the overall probability of an 
adverse event may not show any visible effects and does not preclude the event 
from happening. The preoccupation of society with environmental problems. 
the perceived ambiguity of technical change. and the overaU decline of trust in 
public institutions predestine risk debates to evolve to third level controversies 
and to become issues of lifestyle and world view (Rayner 1987; Reno 1986). 
This expansion of the risk issue from a technical to an institutional one and 
furthermore to a world view issue is accompanied by a social clustering process 
into two antagonistic social camps that have assembled their own scientific 
support system and that compete for social resources in the risk arena. The 
resulting conflict produces conflicting evidence. further erosion of trust. and 
personal frustration. In this situation. risk communication has to meet an 
almost impossible task: to develop a framework of mutual trust and confidence 
so that conflicts can be reconciled in a rational and democratic way. 

What advice can we give to risk communicators of how to design and 
implement a risk communication program that incorporates the findings of 
past research and includes the more anecdotal evidence of risk communication 
efforts in the past? The first lesson is to distinguish among the three levels of 
the debate. Nothing is more detrimental and frustrating for aU participants 
involved than addressing an audience who expects a third level debate and is 
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confronted with a detailed technical analysis of the issue. The risk communi­
cator should investigate the level of debate beforehand and design different 
communication programs for each level. 

Debates cbange frequently in nature and it is important to have the means 
available to switch from a technical, to an institutional and moral debate. 
Whereas technical expertise is vital on the first level and evidence for in­
stitutional competence and openness on the second, there is no clear medium 
of communication available for the third level. A more general discourse 
focused on value issues may be the appropriate tool. If the objective of such a 
debate is to reconcile existing conflicts, the involvement of an outside media­
tor may be belpM in setting the agenda and in identifying the concerns and 
values that the communicator is supposed to address. 

Using our analytical model for distinguishing between message, person, 
institution, and social climate, we have developed a set of conditions and 
prerequisites for gaining trust in communicating with others. These refer to 
preconditions for risk communication and provide orientations for analyzing 
and designing communication programs: 

a) To improve the trust in a message, we recommend explaining the rationa1e 
of risk analysis and its role for risk management so that the audience is 
better prepared as to what to expect. In addition, the decision making 
process and the past record of the institution should be included in the 
message so that people can assign competence to the actors and get a better 
feeling of the trade-offs that had to be made in meeting tbe specific risk 
management task. Evidence of competence, fairness towards other view­
points, and references to commonly shared values and beliefs will make a 
message more attractive and could help to address the centrally and periph­
erally interested audience at the same time. Conclusions should be made 
explicit and vested interests should not only be admitted, but justified in 
terms of public mandate or economic function. 

b) To improve ITUst in a personal communicator, the major goal is to develop a 
communication climate that enables the audience to identify with the 
communicator and to share his or her experiences and beliefs. The more a 
communicator manages to avoid the mask of an institutional spokesperson 
and the more be or sbe can express compassion and empathy for the 
audience, the more likely the audience will identify with the speaker and 
feel compelled to the arguments. As noted throughout this book, conveying 
probabilistic information is a real challenge, but can be done in reference to 
everyday experience of budget constraints and consumer products. Fur­
thermore, evidence of successM use of risk analyses in bazard management 
can serve as demonstration to define tbe role and limitations of risk analysis 
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in improving public health and the environment. Peripheral cues should be 
confined to commonly shared symbols, appealing formats, and surprises in 
openness and honesty and should definitely avoid negative labelling of 
potential opponents or typieal advertising gimmicks. Peripheral cues are 
important for successful communieation, but cues have to be selected 
earefully to please the peripherally and centrally interested audience alike. 

c) To improve the credibility of an institution, the vital factor is performance, 
not public relations. Confidence has to be gained by meeting the in­
stitutional goals and objectives. In addition, credibility is linked to the 
evidence of being cost-effective and open to public demands. These two 
goals are often in conflict with each other (Kasperson 1987), but they have 
to be treated as complementary, and not as substitutional, goals. Fairness 
and flexibility are major elements of openness. In addition to assuring 
sufficient external control and supervision, public participation may be 
implemented as a means to demonstrate the compliance with the politieal 
mandate and to avoid the impression of hidden agendas. On the premise of 
good performance, communieation programs ean be designed that reflect 
these accomplishments. Such programs should provide honest, complete, 
and accurate information that is responsive to the needs and demands ofthe 
prospective audience. This ean only be done if the source engages in an 
organized effort to collect feedback from the audience and establish a 
two-way communieation process. Involvement of citizens, open house 
policies, discussion forums, open TV channels, or other means should be 
explored to assure the functioning of the two-way communication struc­
ture. 

d) To improve the social climate is not within the realm of possibilities for a 
single communieator. But large-scale organizations or association of orga­
nizations ean affect the overall climate. One way to improve the climate is 
to accept and even endorse cbecks and balances in the control of the 
organization. The otber obvious solution is to demonstrate the flexibility 
and foresight of the organization in meeting and anticipating new public 
claims and values. The impersonal nature of institutions may be mitigated 
by providing specialloeal services and by engaging in community activities 
and programs. Governmental institutions will receive more credibility if 
they do not leave tbe impression of permanent crisis management, but of 
competence and preparedness for long·term threats and chaltenges (in 
particular pertaining to environment and technology). 

Many different factors affect credibility. On the personal level, appearance, 
communication style, honesty. and creating an atmosphere of identification of 
the audience with the communicator are major variables that influence cred-
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ibility. On the institutional level, the actual perfonnance in tenns of role 
fulfilment, cost-effectiveness and public expectations as well as openness to 
new claims and demands constitute confidence and help to build credibility. 
Furthennore, the social climate and the level of controversy associated with 
the issue affect the assignment of credibility independent of the perfonnance 
of the actors involved. 

Conclusions 

The objective of this chapter has been to review the relevant psychological and 
sociological literature on trust and credibility in communication and to apply 
the findings of our search to the new area of risk communication. What are the 
major insights gained from our review and how may they be practically applied 
to risk communication programs? 

Psychological and sociological research cannot provide solutions to these 
problems. As Kasperson and Stallen point out in their introduction to this 
book, the communicator who expects recipes or fool·proof guidelines for 
dealing with the public will certainly not find them in the literature or in risk 
communication experience. The major finding of all the experiments and 
surveys conducted so far is that individuals as well as social units make use of a 
complex variety of internal and external cues to process messages and that the 
variation of one or two factors may only lead to marginal changes in the 
outcome. As hard as it is to make predictions from existing cues to attitude 
changes or from attitudes to actual behavioral responses (Wicker 1979), the 
more difficult it is to create a communicative environment that guarantees the 
desired persuasive effect. 

With this reservation in mind, studies about persuasion and institutional 
credibility provide interesting findings directly relevant for risk communi· 
cation. First, and most important, credibility of a communication source is 
closely linked to the perceived past perfonnance record and its openness for 
public demands. The more that institutions comply with the expectations of 
the public, the more confidence people will have in these institutions and the 
more trust they will assign to their messages. Communication efforts may be 
successful to change excessive aspirations or to correct misperceptions of the 
actual perfonnance record, but it is more than unlikely that communication 
can compensate poor perfonnance. 

Furthennore, in a climate of general distrust toward social organizations, it 
is helpful to accept countervailing powers and public control and to provide 
public access to all relevant infonnation. On the basis of these structural 
opportunities for public involvement and control, specific communication 
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programs can be designed that include elements of successful persuasion. How 
can one make a message attractive provided that the information given is 
accurate, complete, and honest? 

The major recommendation is to assess the concerns of the targeted audi­
ence before drafting the message (Kasperson and Palmlund) forthcoming. Are 
the concerns related to technical matters (such as emissions or potential health 
effects), to institutional pedormance and judgments (such as the decision to 
ban a substance from the market and tolerate another), or to values and world 
views (such as the tolerability of large-scale technologies or the inequities 
involved in centralized production or waste disposal facilities)? 

Depending on the level of concerns in the actual risk debate, the communi­
cation program has to be designed and implemented in a different way. 
Technical debates need input from technical experts and scientists and must 
rely on clear evidence that the risk assessment of the communicator reflects the 
best available estimate. Institutional debates need the input of senior manage­
ment staff and outside control agencies who can give testimony about the past 
record of the institution and independent reviews of its pedormance. Value­
driven debates are the most difficult to handle and most institutions avoid 
dealing with them. But credibility is easily lost if third level concerns are 
ignored or, even worse, addressed with technical or legal arguments. It seems 
advisable to open a discourse with different stakeholder groups, social scien­
tists, moral authorities, and public opinion leaders as a means to clarify one's 
own values and to document their legitimation in a value-pluralistic society. 

Finally, the message and the personal appeal of the communicator can be 
improved by following some of the general lessons described above. The 
major thrust of these guidelines refer to the inclusion of verbal cues and 
elements of personal appearance that make the audience identify with the 
message or a communicator and relate to their personal experience and shared 
values. Technical jargon (even in technically oriented debates), reference to 
professional wisdom (versus common sense), emphasis on common practice, 
and impersonal approach are some of the cues that communicators should 
avoid. The more the audience feels that the message means something to them 
or that the communicator is "one of them," the more they will be inclined to 
listen to the message and process its content. 

Since credibility plays a major role in the selection and evaluation of 
messages, the messages should contain enough cues to emphasize their val­
idity. Reference to uncommitted and neutral experts that share the intent of 
the message, justification of vested interests, explicit disclosure of motives 
(rather than having the audience speculate about them), and giving a fair, but 
clear rejection of the arguments used by persons with opposing viewpoints, are 
tools in the quest for credibility. 
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The order in which these conclusions were presented reflect the order of 
importance and effectiveness. A good communication program should not 
start with communication at all. but with a critical review of the organizational 
structure and the potentials within this structure to meet the demand for 
openness and public involvement. Then a thorough analysis of the issues is 
needed to identify public concerns and characterize the risk debate. Lastly 
comes the design of the communication program, with the formulation of the 
message, its proper packaging, channelling, sending, and testing in terms of 
communicative feedback. 

By carefully framing the information, by tailoring the content to the needs of 
the final receivers, and by conveying a clear, honest, and appealing message, 
risk communication can convey a basic understanding for the choices and 
constraints of risk management. It can thus create the foundations for gaining 
trust and credibility. Although many receivers of risk information may not 
agree with the actual decisions institutions have made in setting priorities or 
selecting management options, they may realize that these decisions are 
results of open discussions and painful trade-offs. 
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